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3.9 Functions as vectors

The concept of calculating optimal linear combination of vectors by Eq. (3.12), i.e. by calculating scalar products,
is so powerful that we want to generallize it. For fitting general functions we have to replace the discrete set of
points xm,i by a continuous interval [xmin, xmax] and the sum in the scalar product〈

a⃗|⃗b
〉
=
∑
i

ai bi (3.13)

by an integral 〈
f⃗ |⃗g
〉
=

∫ xmax

xmin

f(x)g(x)dx . (3.14)

To be on the save side we of course would have to check with definition 11 that functions form a group and with
definition 14 that Eq. (3.14) really is a scalar product. Since both proves are quite obvious, we will omit it here.
For each scalar product (in integral form) a large number of orthonormal function sets gj(x) exists which can be
looked up in text books. So

⟨g⃗i|g⃗j⟩ =
∫ xmax

xmin

gi(x)gj(x)dx = δi,j . (3.15)

For such a set of functions gj(x) the best approximation fopt(x) of an arbitrary function f(x) according to Eq.
(3.12) is

f⃗opt(x) =

J∑
j=1

〈
g⃗j(x)|f⃗(x)

〉
g⃗j(x) =

J∑
j=1

gj(x)

∫ xmax

xmin

f(x)gj(x)dx . (3.16)

The most prominent sets of orthonormal functions are sin(kx), cos(kx), and exp(ikx). This Fourier series and the
corresponding Fourier analysis will be discussed in the next section. In principle the Taylor series of a function f
is the best least square approximation in terms of polynoms of a function f , but polynoms in general do not form
an orthonormal set of functions, so Eq. (3.16) can not be applied directly. For a special integral the Legendre
polynoms Pn(x) form (nearly) an orthonormal set of functions〈

P⃗n|P⃗m

〉
=

∫ +1

−1

Pn(x)Pm(x)dx = δn,m
2

2n+ 1
. (3.17)

This example will be discussed in a homework.


