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3.7 Linear Optimization

In the following we will introduce the concept of linear optimization for the example of least square fitting, i.e. we
will search for the optimal linear combination of a set of functions to a set of measured data points. The vector
Ym contains the measured numbers at the N points Z,, with
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We search for the best linear fit to a set of J functions f;(z), i.e. we define J coefficients a; and
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to calculate a least square function
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where the coefficients are summarized in a vector
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Eq. (3.1) can be written in a compact form y
y:=Ma, (3.3)
by defining a J x N dimensional matrix
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which contains the values of the fit function at the measured points x;.
Thus we can rewrite Eq. (3.2) in a very compact form
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Least square fitting of measured data now means to find the minimum of x? with respect to the parameters a;
which in our case are linear coefficients, i.e. we perform a linear optimization. For solving the problem we have to
calculate
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Combining Eq. (3.4) and Eq. (3.5) we get
ox? . ~ -, .
0:—:2<ym—Maopt\—Mej> for j=1to J, (3.6)
80,]’
where €} is the j th base vector.
Eq. (3.6) can be rewritten as o o
0=M"g, — M"Ma,p , (3.7)
or in it’s final form o ~
dopt = (MT M)~ Mg, . (3.8)

Note that the matrix MT M has J x .J components and can thus be inverted. Eq. (3.8) is the general solution for
all linear optimization problems, i.e. all linear optimization problems can be solved just by one matrix inversion.
The application of Eq. (3.8) to linear regression, i.e. fitting to a straight line, we will discuss as a homework.



